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Abstract
Datacenter network switches share packet buffers among all ports
to enhance throughput and reduce packet drops. However, declining
buffer space per-port-per-bandwidth unit challenges buffer-sharing
mechanisms, affecting performance. Recent studies, like ABM (SIG-
COMM 2022), suggest hierarchical packet admission schemes to
address this, but their complexity hinders efficiency. We propose
CBM, a packet delay-based buffer sharing scheme that manages
buffer space and controls queue drain rates using a single config-
urable parameter. Preliminary evaluation shows thatCBM improves
advanced transport protocol performance, such as PowerTCP, re-
ducing Flow Completion Times (FCTs) by up to 45.07% compared
with ABM.
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1 Introduction
Datacenter switches use shared on-chip packet buffers to improve
throughput and reduce packet drops. However, rising buffer costs
and the bursty nature of traffic have reduced buffer availability per
port-per-bandwidth unit. This trend, along with microsecond-scale
bursts [1], has increased the need for better buffer-sharing algo-
rithms to prevent packet drops during congestion [2–6]. However,
excessive growth in one queue can harm other queues, leading to is-
sues like starvation and throughput deprivation across independent
queues [3].

Datacenter switches use Buffer Management (BM) and Active
Queue Management (AQM) to control packet admission and buffer
allocation. BM schemes like Complete Sharing (CS) [7] and Dy-
namic Threshold (DT) [8] improve fairness across output queues
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and reduce packet loss probability. AQM algorithms like RED [9],
CoDel [10], and PIE [11] monitor queue lengths and dynamically
adjust sizes based on congestion, dropping packets early to prevent
buildup. However, the lack of coordination between BM and AQM
schemes creates challenges, such as starvation and inefficiency.

Recent research, such as ABM [2], suggests integrating BM and
AQM schemes to address these issues. However, this integration
introduces complexities, particularly in calculating drain rates for
each queue, which can be prone to estimation errors, especially
when available capacity fluctuates or links are shared [11, 12]. For
example, ABM calculates drain rates every 30ms, which may not
accurately reflect network traffic dynamics, leading to potential
inaccuracies. Furthermore, the drain rate inherently depends on
the scheduling algorithm, making it challenging to implement a
general-purpose technique in practice. For instance, FB [13] esti-
mates the drain rate as the inverse of the number of queues using the
port’s bandwidth to approximate round-robin scheduling. However,
similar techniques do not generalize to other scheduling algorithms,
such as weighted round robin or strict-priority scheduling, making
them less versatile.

In this paper, we present CBM, a simple and efficient buffer-
sharing mechanism for datacenter switches based on packet delay
— inspired by Codel [10] — making it dequeue rate-agnostic. CBM
optimizes buffer space usage like CS[7] and drops packets either
when the buffer is full or when they exceed a dynamically calculated
delay target. CBM performs comparably to ABM and outperforms
it by up to 45.07% in terms of Flow Completion Times (FCTs) with
advanced transport protocols like PowerTCP[14].

2 System Design
We aim to create a single buffer-sharing algorithm that addresses
the limitations of existing methods while incorporating the follow-
ing desired features: reduced dependency on scheduling algorithms,
simple computation, and minimal buffer wastage. The CBM algo-
rithm combines simplicity from CoDel [10] and efficient use of
buffer space from CS [7] to calculate the threshold value for packet
admission. In an output-queued shared-memory packet switching
chip, CBM assigns a threshold Θ𝑖

𝑝 (𝑡) for dequeuing a packet with
priority 𝑝 and port 𝑖 for any particular instance of time 𝑡 . Θ𝑖

𝑝 (𝑡)
calculates the target delay threshold using a configurable value
𝛼𝑝 , the port’s bandwidth 𝑏, and two dynamically changing factors:
1) the number of congested queues of priority 𝑝 (𝑛𝑝 ) and 2) the
remaining buffer space 𝐵 −𝑄 (𝑡) as follows.

Θ𝑖
𝑝 (𝑡) =

𝛼𝑝 ∗ (𝐵 −𝑄 (𝑡))
𝑛𝑝 ∗ 𝑏 , (1)

where, 𝛼𝑝 is the only parameter requiring configuration by the
operator. Similar to DT [8], a higher 𝛼𝑝 value in CBM leads to a
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Figure 1: The behavior of Cubic, DCTCP, and \-PowerTCP
protocol when using different priority queues with the BM
algorithm, i.e., DT.

higher likelihood of packet acceptance in a queue. 𝐵 represents the
available buffer per port. 𝐵 −𝑄 (𝑡) represents the remaining buffer
space at time 𝑡 . 𝑛𝑝 denotes the number of congested queues of
priority 𝑝 . We consider a queue to be congested if its length equals
or exceeds 90% of its corresponding threshold. 𝑏 represents the
bandwidth per port. We now detail the inner workings of the CBM
algorithm, understanding how packets traverse through different
stages.

CBM decides whether to dequeue and transmit or to drop and
continue to the next packet at the head of the queue. To make such
a decision, two critical metrics are computed: 1) sojourn time (rep-
resenting queuing delay) and 2) target delay. Sojourn time denotes
the duration a packet spends in the queue after being enqueued,
while target delay indicates the threshold of packet time in the
system, which is determined using Eq. 1.

Target delay serves as a guideline for decision-making within
the algorithm. If a packet’s sojourn time is below the target delay, it
is forwarded for transmission. However, if the sojourn time exceeds
the target delay, the packet is rejected and dropped, indicating pro-
longed presence in the network device. Bursty traffic in datacenters
primarily arises from unscheduled packets within the first Round-
Trip Time (RTT) of a flow since congestion control mechanisms
cannot effectively respond within this short timeframe. We assign
a higher priority (higher 𝛼) to the first RTT packets, reducing the
likelihood of dropping them from the buffer, even during bursts
like large-scale incasts.

3 Performance Evaluation
We evaluate CBM’s performance using NS3 simulations, under re-
alistic workloads. We compare CBM with state-of-the-art buffer
management algorithms, ABM and DT.We setup a Leaf-Spine topol-
ogy with eight spine switches, eight leaf switches, and 256 servers.
Each link has 10Gbps capacity and a 4 : 1 oversubscription ratio,
similar to the setup in [2], with a 10`𝑠 propagation delay. Switches
have 9.6KB of buffer space per port per Gbps, matching Broadcom
TridentII switch capabilities [15]. We compare the performance of
each buffer management algorithm under loss-based (Cubic), ECN-
based (DCTCP), and delay-based (\ -PowerTCP) transport protocols.
We generate websearch workload superimposed with a synthetic
incast workload similar to prior works.

Figure 1 reveals that as Cubic load increases, CBM’s FCT slow-
down performance improves significantly. At a 50% load, CBM
reduces FCT slowdown by 11.80% compared to ABM and by 63.72%
compared to DT. Moreover, CBM outperforms ABM and DT in
\ -PowerTCP, reducing FCT slowdown by 45.07% at a 10% load and

by 28.89% at a 30% load compared to ABM and 93.44% compared to
DT at the same load. Additionally, for DCTCP, CBM reduces FCT
slowdown by up to 34.73% compared to ABM and by 52.79% com-
pared to DT, showcasing its effectiveness across various priorities
in mitigating FCT slowdown.

Outcome: In distinct priority scenarios, CBM occasionally out-
performs both ABM and DT, particularly in the case of \ -PowerTCP,
where it surpasses both algorithms across all load conditions.

4 Conclusion
In this paper, we introduced CBM, a novel switch buffer-sharing
scheme inspired by the packet delay concept used in CoDel. CBM
is specifically designed to address the challenges of sharing on-chip
buffers across queues in network devices. With only one tunable
parameter, CBM outperforms most existing buffer-sharing algo-
rithms in reducing FCTs. Our experiments, conducted with ad-
vanced congestion control mechanisms like PowerTCP, highlight
CBM’s effectiveness in improving network performance.

As a next step, we envision implementingCBM on programmable
switches, extending CBM to handle PFC thresholds, and further
exploring its generalization to multiple priorities and traffic classes.
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